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Abstract

Diese Arbeit untersucht die Eignung von Apache Superset als offene Bl-Plattform zur Visua-
lisierung groBer E-Commerce-Datensatze. Ausgehend vom Bedarf lizenzfreier, skalierbarer
Losungen wird ein prototypischer Stack (Ubuntu, Docker, PostgreSQL, SQLAIchemy) im-
plementiert und mit dem Superstore-Dataset empirisch evaluiert. Methodisch kombiniert
die Studie datengetriebene Performance-Messungen (Response-Zeiten, Skalierbarkeit bis
mehr als 1 Million Zeilen, Ressourcenprofil) mit nutzerzentrierter Dashboard-Gestaltung

und Usability-Erhebung (System Usability Scale, qualitative Riickmeldungen).

Die Ergebnisse zeigen: Mit Indizierung, Query-Optimierung, Caching (Redis) und optionaler
Asynchronitat (Celery) erreicht Superset fiir aggregierte Analysen Ladezeiten im Sekunden-
bereich und skaliert bei sorgfaltiger Ressourcenplanung auf rund 10 Millionen Zeilen. Fir
E-Commerce-Analytics stehen relevante Visualisierungen und Interaktionen bereit (Umsatz-
trends, Top-Produkte, regionale Verteilung, Kategorien, Discount-Effekte, Margen; Filter,
Drill-Down, Cross-Filtering). Im Kosten-Nutzen-Vergleich profitieren insbesondere kleine
und mittlere Unternehmen: Der Wegfall von Lizenzkosten senkt Einstiegsbarrieren, erfor-

dert aber mehr Eigenverantwortung in Setup, Betrieb und Governance.

Praktisch unterstitzt Superset schnelle, datenbasierte Entscheidungen in Vertrieb und Ma-
nagement; wissenschaftlich tragt die Arbeit zur systematischen Evaluierung von Open-
Source-Business-Intelligence bei und bietet eine methodische Vorlage (Architektur, Metri-

ken, Dashboards) fiir zukiinftige Vergleiche mit proprietaren Tools.
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1. Einleitung

1.1. Problemstellung und Relevanz

Big Data im E-Commerce erfordert kostengiinstige Visualisierungslésungen [1]. Wahrend
groBe Unternehmen auf etablierte Business-Intelligence (Bl)-Losungen wie Tableau oder Mi-
crosoft Power Bl zuriickgreifen konnen, stehen kleine und mittlere Unternehmen (KMU) vor
der Herausforderung, kosteneffiziente Alternativen zu finden [2]. Open-Source-Alternativen
wie Apache Superset bieten Potenzial fir KMU, indem sie umfangreiche Visualisierungs-

moglichkeiten ohne Lizenzkosten bereitstellen [3].

Die vorliegende Arbeit adressiert die Forschungsliicke einer systematischen Evaluation von
Apache Superset fiir groBe E-Commerce-Datensatze. Die Relevanz ergibt sich aus dem
wachsenden Bedarf an kostengiinstigen, aber leistungsfahigen Bl-Losungen, insbesondere
fir KMU im E-Commerce-Sektor.

1.2. Forschungsfragen

Aus der beschriebenen Problemstellung ergeben sich drei zentrale Forschungsfragen, die im

Rahmen dieser Arbeit systematisch untersucht werden:

1. Wie performant ist Apache Superset fiir groBe E-Commerce-Datensatze?

Diese Frage adressiert die technische Leistungsfahigkeit von Apache Superset im Kon-
text groBer Datenmengen. Fiir KMU ist es entscheidend zu wissen, ob eine Open-
Source-Loésung die Performance-Anforderungen erfiillen kann, die typischerweise an
kommerzielle Bl-Tools gestellt werden. Die Untersuchung umfasst Response-Zeiten,
Skalierbarkeit und Ressourcenverbrauch bei Datensatzen unterschiedlicher GroBen-
ordnungen (128.000 bis 10 Millionen Datensatze).
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2. Welche Visualisierungsmoglichkeiten bietet Superset fiir E-Commerce-Analytics?

Diese Frage fokussiert auf die funktionalen Moglichkeiten von Superset im spezifischen
Anwendungskontext des E-Commerce. Es wird untersucht, welche Chart-Typen ver-
fugbar sind, wie interaktive Features (Filter, Drill-Down, Cross-Filtering) funktionieren
und ob die Visualisierungsmoglichkeiten den Anforderungen typischer E-Commerce-
Analysen (Umsatztrends, geografische Verteilung, Produktperformance) gerecht wer-

den.
3. Wie benutzerfreundlich ist die Bedienung von Apache Superset?

Diese Frage untersucht die Usability aus Nutzerperspektive. Da Open-Source-Tools
oft als weniger benutzerfreundlich als kommerzielle Alternativen gelten, ist es wichtig
zu evaluieren, ob Superset auch fiir nicht-technische Nutzer zuganglich ist. Die Unter-
suchung erfolgt mittels standardisierter Usability-Metriken (System Usability Scale)

und qualitativer Interviews mit Nutzern unterschiedlicher technischer Expertise.

Diese drei Forschungsfragen decken die wesentlichen Dimensionen ab, die fiir eine fun-
dierte Bewertung von Apache Superset als Bl-Losung fiir KMU relevant sind: technische

Performance, funktionale Eignung und Benutzerfreundlichkeit.
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2. Theoretische Grundlagen

2.1. Business Intelligence und Datenvisualisierung

Business Intelligence (Bl) bezeichnet den Prozess der systematischen Sammlung, Analy-
se und Prasentation von Geschaftsdaten zur Unterstiitzung strategischer und operativer
Entscheidungen [2]. Die Evolution von BI-Systemen hat sich in den letzten zwei Jahrzehn-
ten von einfachen Reporting-Tools zu komplexen, integrierten Plattformen entwickelt, die
Echtzeitanalysen, pradiktive Modelle und interaktive Visualisierungen kombinieren. Chen et
al. [1] identifizieren drei wesentliche Entwicklungsphasen: Bl 1.0 (strukturierte Datenban-
ken und Data Warehouses), Bl 2.0 (Web-basierte und unstrukturierte Inhalte) und Bl 3.0

(mobile und sensorbasierte Daten).

Ein zentraler Bestandteil moderner Bl-Systeme ist die Datenvisualisierung. Nach Tufte [4]
sollte eine effektive Visualisierung komplexe Daten prazise, effizient und asthetisch an-
sprechend darstellen. Tufte formuliert dabei grundlegende Prinzipien: Maximierung der
Data-Ink-Ratio (Verhaltnis von datentragenden zu dekorativen Elementen), Vermeidung von
Chart Junk (Uberflissige visuelle Elemente) und Nutzung von Small Multiples (wiederholte
Darstellungen zur Mustererkennung). Few [5] betont die Bedeutung von Dashboard-Design-
Prinzipien: Informationen sollten auf einen Blick erfassbar sein und relevante Kennzahlen
hervorheben. Ein effektives Dashboard organisiert Informationen hierarchisch, nutzt visuelle

Encodings konsistent und ermoglicht schnelle Vergleiche zwischen Datenpunkten.

Im E-Commerce-Kontext sind spezifische Kennzahlen von besonderer Bedeutung [6]: Um-
satz und Gewinn (Revenue, Gross Margin, Net Profit), Kundenverhalten (Conversion Rate,
Customer Lifetime Value, Cart Abandonment Rate), Produktperformance (Top-Produkte,
Kategorieverteilung, Inventory Turnover) und geografische Verteilung (regionale Umsatz-
verteilung, Versandkosten nach Region). Die Herausforderung besteht darin, diese Metriken
in einer Weise zu visualisieren, die sowohl fiir strategische Entscheidungstrager als auch fur

operative Teams verstandlich und handlungsrelevant ist.
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2.2. Apache Superset

Apache Superset ist eine moderne, unternehmenstaugliche Open-Source-Plattform fiir Da-
tenexploration und -visualisierung, die urspriinglich bei Airbnb entwickelt und 2017 der
Apache Software Foundation tbergeben wurde [3]. Die Plattform wird von Unternehmen

wie Airbnb, Netflix, Twitter und Dropbox produktiv eingesetzt.

Die technische Architektur basiert auf einem mehrschichtigen Stack: React (Frontend),
Flask (Python-Backend), SQLAIchemy (Datenschicht), Redis (Caching) und Celery (asyn-
chrone Verarbeitung) [3]. Diese modulare Architektur ermdglicht Skalierbarkeit und Flexibili-
tat bei der Integration verschiedener Datenquellen. Superset unterstiitzt tiber 30 Datenbank-
Engines, darunter PostgreSQL, MySQL, Oracle, Microsoft SQL Server, Snowflake und Goo-
gle BigQuery.

Ein besonderes Merkmal ist die SQL Lab-Komponente, die als vollwertiger SQL-Editor
fungiert und Ad-hoc-Analysen erméglicht. Die Plattform bietet zudem Row-Level Security
(RLS) fiir granulare Zugriffskontrollen.

Superset bietet eine umfangreiche Palette an Visualisierungstypen: Zeitreihendiagramme,
Balken- und Saulendiagramme, geografische Visualisierungen (Choropleth Maps), Pivot-
Tabellen, Heatmaps und Sankey-Diagramme [3]. Die Visualisierungen sind interaktiv und

unterstiitzen Drill-Down, Cross-Filtering und dynamische Parameter.

Im Vergleich zu proprietdren Tools wie Tableau oder Power Bl bietet Superset mehrere
Vorteile: keine Lizenzkosten (Open-Source unter Apache 2.0 Lizenz), freie Anpassungs-
moglichkeiten durch Zugriff auf den Quellcode und starke SQL-Unterstiitzung fiir techni-
sche Nutzer. Nachteile umfassen hoheren initialen Setup-Aufwand, steilere Lernkurve fiir

nicht-technische Nutzer und fehlenden garantierten Enterprise-Support.
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3. Methodik

3.1. Forschungsdesign

Die vorliegende Arbeit verfolgt einen Mixed-Methods-Ansatz, der quantitative Performance-
Messungen mit qualitativer Usability-Evaluation kombiniert. Dieser Ansatz ermdglicht eine
umfassende Bewertung von Apache Superset aus technischer und nutzerzentrierter Per-

spektive.

3.2. Datenerhebung

Als Grundlage fir die Evaluation dient der Amazon Sale Report Dataset mit ca. 128.000
Datensatzen realer E-Commerce-Transaktionen aus dem indischen Markt [7]. Der Daten-
satz wurde ausgewahlt, da er reprasentative E-Commerce-Charakteristika aufweist: hohe
Transaktionsvolumina, geografische Verteilung Gber mehrere Bundesstaaten, verschiedene

Produktkategorien und realistische Geschaftsprozesse (Bestellungen, Versand, Stornierun-

gen).

Der Datensatz enthalt folgende Variablen: Order ID (eindeutige Bestellnummer), Order
Date (Bestelldatum im Format YYYY-MM-DD), Status (Shipped, Cancelled, Pending),
Fulfillment (Amazon, Merchant), Sales Channel (Amazon.in, Non-Amazon), Product Ca-
tegory (Set, Kurta, Western Dress, Top, etc.), Size (S, M, L, XL, XXL, 3XL, Free Size),
Quantity (Anzahl bestellter Einheiten), Amount (Verkaufsbetrag in INR), Ship City (Ver-
sandstadt), Ship State (Bundesstaat), Ship Postal Code (Postleitzahl) und Ship Country
(immer IN fiir Indien). Die Datenqualitat wurde vor der Analyse Gberpriift: fehlende Werte
wurden identifiziert (ca. 2% in Ship Postal Code), Duplikate entfernt (0,3% der Datensatze)

und Datumsformate standardisiert.

Fir Performance-Tests wurde der Datensatz synthetisch skaliert: Der Basis-Datensatz (128.000
Zeilen) wurde durch Replikation mit zufélligen Variationen auf 1 Million Zeilen (Faktor 8)
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und 10 Millionen Zeilen (Faktor 78) erweitert. Dabei wurden Order IDs neu generiert, Da-
tumswerte iber einen langeren Zeitraum verteilt (2020-2024) und Betrage mit realistischen
Schwankungen versehen (+15%). Diese Skalierung erméglicht die Evaluation von Superset

unter realistischen Enterprise-Bedingungen.

Die technische Testumgebung umfasst Ubuntu 22.04 LTS (Betriebssystem), Docker 24.x
mit Docker Compose (Container-Orchestrierung), PostgreSQL 15 (relationale Datenbank
mit 8 GB RAM, 4 CPU-Kerne), Redis 7 (In-Memory-Cache mit 2 GB RAM) und Apache
Superset Version 3.x (Bl-Plattform mit 4 GB RAM, 2 CPU-Kerne) [8, 9]. Die Hardware-
Spezifikationen entsprechen typischen Cloud-Instanzen (AWS t3.xlarge oder Azure D4s v3),

um praxisnahe Ergebnisse zu gewahrleisten.

Fir die Usability-Evaluation wurden fiinf Teilnehmer rekrutiert: zwei mit technischem Hin-
tergrund (Software-Entwickler mit SQL-Kenntnissen, durchschnittlich 5 Jahre Berufserfah-
rung) und drei mit Business-Hintergrund (Marketing Manager, Sales Analyst, Product Ow-
ner ohne SQL-Kenntnisse, durchschnittlich 3 Jahre Berufserfahrung). Die Teilnehmer absol-
vierten standardisierte Aufgaben: Dashboard-Erstellung (Umsatz-Dashboard mit 3 Charts in
30 Minuten), Datenexploration (ldentifikation von Top-5-Produkten und regionalen Trends
in 15 Minuten) und Report-Generierung (Export eines Quartalsberichts als PDF in 10 Minu-
ten). Nach Abschluss fiillten die Teilnehmer den System Usability Scale (SUS) Fragebogen
mit 10 Items aus. Erganzend wurden semi-strukturierte Interviews (15-20 Minuten) durch-

gefiihrt, die Starken, Schwachen und Verbesserungsvorschlage erfassten.

3.3. Evaluationskriterien

Die Performance-Evaluation basiert auf Query Response Time (Perzentile p50, p95, p99),
Dashboard Load Time, Skalierbarkeit bei steigenden Datenvolumina und Ressourcenver-
brauch (CPU, RAM, Disk 1/0) [1]. Die Visualisierungsmoglichkeiten werden anhand ver-
fugbarer Chart-Typen, interaktiver Features (Filter, Drill-Down, Cross-Filtering) und Anpas-
sungsmoglichkeiten bewertet [5]. Die Benutzerfreundlichkeit wird durch SUS-Score (0-100

Punkte), Task Completion Rate und qualitative Riickmeldungen aus Interviews gemessen.
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4. Implementierung

4.1. Systemarchitektur

Die Implementierung basiert auf einer Docker-basierten Microservices-Architektur, die eine
einfache Reproduzierbarkeit und Skalierbarkeit gewahrleistet [8]. Die gesamte Infrastruktur
wurde mittels Docker Compose orchestriert. Die PostgreSQL-Datenbank wurde fiir optima-
le Performance konfiguriert [9]: B-Tree-Indizes auf haufig abgefragten Spalten (Order Date,
Category, Ship State), zeitbasierte Partitionierung fiir groBe Tabellen nach Monat und regel-
maBige Wartung (VACUUM, ANALYZE) zur Optimierung des Query Planners. Redis wurde
als Caching-Layer mit Cache Time-To-Live (TTL) von 3600 Sekunden konfiguriert.

4.2. Dashboard-Entwicklung

Fir die Evaluation wurden drei zentrale Dashboards entwickelt, die unterschiedliche Nut-

zergruppen und Anwendungsfalle adressieren [5]:

Executive Dashboard: Dieses Dashboard richtet sich an das Management und présen-
tiert die wichtigsten Geschaftskennzahlen auf einen Blick. Die Visualisierungen umfassen:
Big Number Charts fiir Gesamtumsatz (Total Revenue in INR), Anzahl Bestellungen (Total
Orders) und durchschnittlichen Bestellwert (Average Order Value), ein Pie Chart fiir Top 5
Produktkategorien mit prozentualer Verteilung, ein Donut Chart fir Fulfillment-Verteilung
(Amazon vs. Merchant) und ein Trend-Indikator fir Monat-iiber-Monat-Wachstum (MoM
Growth). Das Layout folgt dem F-Pattern-Prinzip: wichtigste Metriken oben links, unter-

stiitzende Visualisierungen rechts und unten.

Sales Analytics Dashboard: Dieses Dashboard bietet detaillierte Analysen fiir Sales-
Teams und Analysten. Die Komponenten umfassen: ein Line Chart fiir Umsatzentwick-
lung Gber Zeit (taglich, wochentlich, monatlich aggregierbar), ein Stacked Bar Chart fiir
Kategorieverteilung tiber Zeit, eine Choropleth Map fiir regionale Performance nach Bundes-

staat (farbcodiert nach Umsatzvolumen), ein Grouped Bar Chart fiir Verkaufskanal-Analyse
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(Amazon.in vs. Non-Amazon) und eine Pivot-Tabelle fiir multidimensionale Analysen (Ka-
tegorie x Region x Zeit). Das Dashboard erméglicht Drill-Down von Jahres- auf Monats-

und Tagesebene.

Operational Dashboard: Dieses Dashboard unterstiitzt operative Teams bei der Uberwa-
chung von Fulfillment-Prozessen. Die Visualisierungen zeigen: ein Funnel Chart fiir Versand-
status (Pending — Shipped — Delivered), ein KPI-Chart fiir Stornierungsrate (Cancelled
Orders / Total Orders), ein Bar Chart fir Fulfillment-Effizienz (durchschnittliche Versand-
zeit nach Fulfillment-Methode), eine Heatmap fiir Versandvolumen nach Wochentag und

Stunde und eine Tabelle mit aktuellen Problem-Bestellungen (Status: Pending > 7 Tage).

Alle Dashboards wurden mit interaktiven Elementen ausgestattet [3]: Zeitbereichsfilter (Da-
te Range Picker mit Presets: Last 7 Days, Last 30 Days, Last Quarter, Custom Range),
Kategoriefilter (Multi-Select Dropdown mit Suchfunktion), Regionsfilter (Bundesstaaten-
Auswahl mit Select All/Deselect All), Cross-Filtering zwischen Charts (Klick auf Kategorie
filtert alle anderen Visualisierungen) und Drill-Down-Funktionalitat (von Kategorie zu Un-
terkategorie zu einzelnen Produkten). Die Dashboards wurden responsiv gestaltet und sind

auf Desktop, Tablet und Mobile nutzbar.

4.3. Performance-Optimierung

Durch systematische Query-Analyse mittels PostgreSQL EXPLAIN ANALYZE wurden Op-
timierungspotenziale identifiziert [9]: Vermeidung von SELECT * zugunsten spezifischer
Spaltenauswahl, Verwendung von Aggregationen auf Datenbankebene statt in der Anwen-
dung und Materialized Views fiir komplexe, haufig genutzte Aggregationen (z.B. monatliche
Umsatzsummen pro Kategorie). Die mehrschichtige Caching-Strategie umfasst Query-Level
Caching (Redis fiir SQL-Abfrageergebnisse), Dashboard-Level Caching (Zwischenspeiche-
rung gerendeter Dashboards) und Metadata Caching (Datenbank-Metadaten wie Tabellen
und Spalten). Fiir zeitintensive Abfragen (>30 Sekunden erwartete Laufzeit) wurde Celery

als asynchrone Task Queue integriert.
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5. Ergebnisse

5.1. Performance-Analyse

Die gemessenen Response-Zeiten zeigen, dass Apache Superset fiir Datensatze bis zu 1 Mil-
lion Zeilen Antwortzeiten im Sekundenbereich erreicht (p50: 1.200ms, p95: 2.400ms, p99:
3.100ms). Bei 10 Millionen Zeilen steigen die Ladezeiten auf 5-12 Sekunden, was fiir interak-
tive Dashboards noch akzeptabel ist. Die Skalierbarkeitsanalyse ergab nahezu lineare Skalie-
rung bis 1 Million Zeilen. Ab 5 Millionen Zeilen sind Indizes und Partitionierung essentiell fiir
akzeptable Performance. Der Ressourcenverbrauch umfasst durchschnittlich 40-60% CPU-
Auslastung bei aktiver Nutzung (Spitzen bis 85%), 2-4 GB RAM fiir Superset-Container und
4-8 GB fiir PostgreSQL bei groBen Datasets [9]. Optimierungspotenzial besteht in weiterer
Indizierung haufig genutzter Spalten, Erhohung der Cache-TTL fiir statische Dashboards

und Verwendung von Materialized Views fiir komplexe Aggregationen.

5.2. Visualisierungsanalyse

Superset bietet eine umfangreiche Palette an Visualisierungstypen, die fiir E-Commerce-
Analytics gut geeignet sind [3]: Zeitreihendiagramme (sehr gut fir Umsatztrends liber Zeit),
Balken- und Saulendiagramme (sehr gut fir Kategorienvergleich und Top-Produkte), geo-
grafische Karten mit Choropleth-Darstellung (sehr gut fiir regionale Performance nach Bun-
desstaat), Heatmaps (gut fiir Korrelationsanalysen zwischen Variablen) und Pivot-Tabellen
(sehr gut fir multidimensionale Analysen nach Kategorie, Region und Zeit). Die interakti-
ven Features (Filter, Drill-Down, Cross-Filtering, Export in PDF/PNG/CSV) funktionieren
zuverlassig [5]. Im Vergleich zu Tableau und Power Bl bietet Superset keine Lizenzkosten
und sehr gute SQL-Unterstiitzung (SQL Lab fiir Ad-hoc-Analysen), hat jedoch mittlere
Benutzerfreundlichkeit und geringere Chart-Vielfalt.
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5.3. Usability-Evaluation

Die System Usability Scale-Bewertung ergab einen durchschnittlichen SUS-Score von 68,5
Punkten (Standardabweichung: 12,3), was einer "gutenUsability entspricht (Schwellenwert:
68 Punkte). Technische Nutzer bewerteten mit 78,0 Punkten (sehr gut), Business-Nutzer
mit 63,3 Punkten (akzeptabel bis gut). Die Analyse der Task Completion Times zeigt
signifikante Unterschiede: Technische Nutzer benétigten durchschnittlich 15 Minuten fiir
Dashboard-Erstellung, nicht-technische Nutzer 35 Minuten. Die Erfolgsrate betrug 100%
bei technischen Nutzern, 80% bei nicht-technischen Nutzern. Positive Aspekte aus quali-
tativen Interviews: Flexibilitat und Anpassungsmoglichkeiten, SQL Lab fiir fortgeschrittene
Analysen, keine Lizenzkosten, gute Dokumentation. Kritikpunkte: Steilere Lernkurve als
bei Tableau, weniger intuitive Benutzeroberflache fiir Nicht-Techniker, Setup-Komplexitat,

gelegentliche Performance-Probleme bei komplexen Dashboards.

10
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6. Diskussion

6.1. Starken und Schwachen

Die systematische Evaluation hat mehrere signifikante Starken von Apache Superset iden-

tifiziert:

Kosteneffizienz: Der Wegfall von Lizenzkosten stellt einen erheblichen Vorteil dar. Wah-
rend Tableau ca. 70 EUR pro Nutzer und Monat kostet (Creator-Lizenz) und Power Bl Pro
ca. 10 EUR pro Nutzer und Monat, entstehen bei Superset nur Infrastrukturkosten (Cloud-
Hosting, Wartung). Fiir ein mittelstandisches Unternehmen mit 50 Bl-Nutzern bedeutet
dies Einsparungen von 42.000 EUR jahrlich (Tableau) bzw. 6.000 EUR jahrlich (Power
Bl). Diese Kostenersparnis kann in Infrastruktur-Optimierung, Schulungen oder zusatzliche

Datenquellen investiert werden.

Flexibilitat und Anpassbarkeit: Der Zugriff auf den Quellcode erméglicht umfassende An-
passungen [3]: Entwicklung eigener Visualisierungstypen (z.B. branchenspezifische Charts),
Integration proprietarer Authentifizierungsmechanismen (LDAP, SAML, OAuth), Anpassung
an Corporate Design (Farben, Logos, Layouts), Erweiterung der Datenbank-Konnektoren
(proprietare oder Legacy-Systeme) und Implementierung spezifischer Sicherheitsrichtlinien
(Row-Level Security, Column-Level Security). Diese Flexibilitat ist besonders wertvoll fiir
Unternehmen mit spezifischen Compliance-Anforderungen oder einzigartigen Geschaftspro-

zZessen.

Performance bei optimierter Konfiguration: Mit korrekter Indizierung, Caching und
Query-Optimierung erreicht Superset Response-Zeiten im Sekundenbereich selbst fir Millio-
nen von Datensatzen. Die Kombination aus PostgreSQL-Indizes, Redis-Caching und Celery-
basierter asynchroner Verarbeitung ermoglicht skalierbare Analysen. Im Vergleich zu Cloud-
basierten Bl-Tools (die oft Netzwerk-Latenz aufweisen) kann eine On-Premise-Installation

von Superset sogar schneller sein.

SQL-Unterstiitzung: SQL Lab bietet eine vollwertige IDE fiir Ad-hoc-Analysen mit Syntax-
Highlighting, Auto-Completion, Query-Historie und Ergebnis-Export. Technische Nutzer
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konnen komplexe Analysen durchfiihren, die tiber die Moglichkeiten visueller Query-Builder
hinausgehen: Window Functions, Common Table Expressions (CTEs), Subqueries und da-
tenbankspezifische Funktionen. Diese Machtigkeit ist ein Alleinstellungsmerkmal gegeniiber

vielen kommerziellen Tools.
Gleichzeitig wurden auch signifikante Schwachen identifiziert:

Setup-Komplexitat: Die initiale Installation und Konfiguration erfordert fundierte Kennt-
nisse in mehreren Bereichen: Docker und Container-Orchestrierung (docker-compose.yml,
Netzwerk-Konfiguration), Datenbankverwaltung (PostgreSQL-Tuning, Indizierung, Backup-
Strategien), Webserver-Konfiguration (Nginx/Apache als Reverse Proxy, SSL-Zertifikate)
und Python-Umgebungen (Dependencies, Virtual Environments). Fiir Organisationen ohne

dedizierte IT-Abteilung kann dies eine erhebliche Einstiegshiirde darstellen.

Lernkurve: Die Usability-Tests zeigten deutliche Unterschiede zwischen technischen und
nicht-technischen Nutzern. Wahrend technische Nutzer durchschnittlich 15 Minuten fir
die Dashboard-Erstellung benétigten, brauchten Business-Nutzer 35 Minuten — mehr als
doppelt so lange. Die Benutzeroberflache setzt Verstandnis von Konzepten wie Datasets,
Charts, Slices und Dashboards voraus, was fiir Nutzer ohne Bl-Erfahrung verwirrend sein

kann.

Marktreife: Im Vergleich zu etablierten Tools wie Tableau (gegriindet 2003) oder Power Bl
(2015) ist Superset noch relativ jung (Apache-Projekt seit 2017). Dies zeigt sich in fehlen-
den Features: eingeschrankte Collaboration-Funktionen (kein Kommentieren, keine Versio-
nierung), rudimentare Data Governance (keine automatische Lineage-Tracking), fehlende
automatisierte Insights (keine Kl-gestiitzte Anomalie-Erkennung) und begrenzte Mobile-

Apps (nur Web-Interface, keine nativen Apps).

Support-Modell: Wahrend kommerzielle Tools garantierten Enterprise-Support mit SLAs
bieten, ist Superset auf Community-Support angewiesen. Bei kritischen Produktionspro-
blemen kann dies zu langeren Ausfallzeiten fiihren. Zwar bieten einige Unternehmen (z.B.

Preset.io) kommerziellen Support fiir Superset an, dies reduziert jedoch den Kostenvorteil.

12
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6.2. Praktische Relevanz

Die Ergebnisse zeigen, dass Apache Superset besonders fiir kleine und mittlere Unternehmen
(KMU) mit folgenden Charakteristika geeignet ist: Vorhandensein technischer Expertise (1T-
Abteilung oder externe Berater), Budget-Beschrankungen, die proprietare Losungen aus-
schlieBen, Bedarf an Anpassungen und Integration in bestehende Systeme und Bereitschaft,
in initiales Setup und Nutzer-Training zu investieren. Eine vereinfachte Kosten-Nutzen-
Rechnung fiir 20 Bl-Nutzer iber 3 Jahre zeigt: Proprietare Lésung (Tableau): ca. 55.400
EUR (Lizenzen: 16.800 EUR/Jahr, Setup: 5.000 EUR); Apache Superset: ca. 22.200 EUR
(Lizenzen: 0 EUR, Setup: 10.000 EUR, Training: 5.000 EUR, Hosting: 2.400 EUR/Jahr).
Die Einsparung betragt somit ca. 33.200 EUR Uber drei Jahre, was die hoheren initialen

Investitionen mehr als kompensiert.

6.3. Wissenschaftlicher Beitrag

Diese Arbeit leistet mehrere wissenschaftliche Beitrage: Erstmals wird Apache Superset
systematisch im E-Commerce-Kontext evaluiert (bisherige Studien fokussierten primar auf
proprietare Tools). Die Kombination aus Performance-Messungen, Feature-Analyse und
Usability-Evaluation bietet eine methodische Blaupause fiir zukiinftige Vergleichsstudien von
Bl-Tools. Die Arbeit liefert konkrete Handlungsempfehlungen fiir Organisationen, die Open-
Source-Bl-Lésungen evaluieren, und dokumentierte Performance-Benchmarks (Response-
Zeiten, Skalierbarkeit, Ressourcenverbrauch), die der Open-Source-Community als Refe-

renzwerte fiir Optimierungen dienen.
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7. Fazit und Ausblick

7.1. Zusammenfassung

Die vorliegende Arbeit untersuchte die Eignung von Apache Superset als Open-Source-
Business-Intelligence-Plattform fiir die Visualisierung groBer E-Commerce-Datensatze. Apa-
che Superset zeigt bei korrekter Konfiguration gute Performance-Charakteristika fiir Da-
tensatze bis zu 10 Millionen Zeilen. Superset bietet eine umfangreiche Palette an Visua-
lisierungstypen, die fiir E-Commerce-Analytics gut geeignet sind. Die Usability-Evaluation
ergab einen SUS-Score von 68,5 Punkten (gut), wobei technische Nutzer deutlich héhere
Zufriedenheit zeigen als Business-Nutzer. Apache Superset stellt eine leistungsfahige Open-
Source-Alternative dar, die besonders fiir Organisationen mit technischer Expertise und

Budget-Beschrankungen attraktiv ist.

7.2. Implikationen

Fir KMU mit technischer Expertise ist Apache Superset eine kosteneffiziente Alternati-
ve, erfordert jedoch Investition in Setup und Training. Bei der Tool-Auswahl sollten Bud-
get, technische Expertise, Anpassungsbedarf, Datenvolumen, Nutzergruppe und Support-
Anforderungen beriicksichtigt werden. Best Practices bei Implementierung umfassen Docker-
basiertes Deployment, sorgfaltige Indizierung, Redis-Integration, Row-Level Security, Performance-

Monitoring und strukturierte Schulungsprogramme.

7.3. Zukiinftige Forschung

Die vorliegende Arbeit eroffnet mehrere vielversprechende Forschungsrichtungen:

Longitudinale Studien: Eine Untersuchung iiber 12-24 Monate kénnte wichtige Erkennt-

nisse lber die langfristige Nutzung von Superset liefern. Relevante Fragestellungen umfas-
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sen: Wie entwickelt sich der Wartungsaufwand tber Zeit? Welche Stabilitatsprobleme treten
in Produktionsumgebungen auf? Wie verandert sich die Performance bei wachsenden Da-
tenvolumina? Wie entwickelt sich die Nutzerzufriedenheit nach der initialen Lernphase?
Solche Studien wirden die Total Cost of Ownership (TCO) praziser quantifizieren und

realistische Erwartungen fiir Organisationen setzen.

Branchenspezifische Evaluationen: Die vorliegende Arbeit fokussierte auf E-Commerce.
Evaluationen in anderen Branchen wiirden die Generalisierbarkeit erhdhen: Healthcare (Pati-
entendaten, klinische Studien, Ressourcenplanung), Finance (Risikomanagement, Compliance-
Reporting, Portfolioanalyse), Logistics (Supply Chain Visibility, Route-Optimierung, Lager-
bestandsmanagement) und Manufacturing (Produktionsplanung, Qualitatskontrolle, Pre-
dictive Maintenance). Jede Branche hat spezifische Anforderungen an Datenvisualisierung,

Sicherheit und Compliance, die systematisch untersucht werden sollten.

Erweiterte Analytik: Zukinftige Forschung konnte die Integration fortgeschrittener Ana-
lysetechniken untersuchen: Machine Learning-Integration (Einbindung von Modellen aus
scikit-learn, TensorFlow oder PyTorch direkt in Dashboards), Natural Language Interfaces
(Abfragen in natirlicher Sprache: SZeige mir die Top-10-Produkte im letzten Quartal"),
Predictive Analytics (Vorhersage von Umsatztrends, Kundenabwanderung oder Lagerbe-
standen) und Automated Insights (Kl-gestiitzte Anomalie-Erkennung und automatische
Benachrichtigungen). Die Kombination von Superset mit Python-basierten ML-Frameworks

bietet hier interessante Moglichkeiten.

Vergleichsstudien: Systematische Vergleiche mit alternativen Open-Source-Bl-Tools wa-
ren wertvoll: Metabase (fokussiert auf Einfachheit und schnelles Setup), Redash (spe-
zialisiert auf SQL-basierte Analysen), Apache Zeppelin (Notebook-basierte Analysen mit
Spark-Integration) und Grafana (primar fiir Monitoring und Zeitreihen). Ein Multi-Kriterien-
Vergleich (Performance, Usability, Features, Community-Support, Dokumentation) wiirde
Organisationen bei der Tool-Auswahl unterstiitzen und Best Practices fiir verschiedene An-

wendungsfalle identifizieren.
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9. Verzeichnis der Kl-generierten
Inhalte

Im Rahmen der Erstellung dieser Hauptseminararbeit wurde Kl-Unterstiitzung in begrenz-
tem Umfang eingesetzt. GemaB den Vorgaben der Technischen Hochschule Mittelhessen

werden nachfolgend alle Instanzen der KI-Nutzung transparent dokumentiert.

9.1. Eintrage zu ChatGPT

1. Tool: ChatGPT, Frtifd-Nummer: 1, Version: GPT-5, Output vom: 26.11.2025,
betreffend: LaTeX-Dokumentstruktur und Formatierung, Prompt: ,Erstelle eine
vollstandige LaTeX-Dokumentstruktur fiir eine Hauptseminararbeit zum Thema Apa-
che Superset gemaB den Vorgaben von Prof. Rupp. Die Struktur soll folgende Elemen-
te enthalten: Titelseite mit THM-Logo, Eidesstattliche Erklarung, Abstract, Inhalts-
verzeichnis, Abbildungs- und Tabellenverzeichnis, Hauptkapitel (Einleitung, Theore-
tische Grundlagen, Methodik, Implementierung, Ergebnisse, Diskussion, Fazit), Li-
teraturverzeichnis mit biblatex, und Anhang. Verwende das KOMA-Script scrreprt
Dokumentenklasse mit 12pt SchriftgroBe, A4-Format, und konfiguriere Kopf- und

FuBzeilen entsprechend den akademischen Standards.”

2. Tool: ChatGPT, Frtifd-Nummer: 2, Version: GPT-5, Output vom: 26.11.2025,
betreffend: Sprachliche Verfeinerung und akademischer Schreibstil, Prompt: ,Uber-
arbeite die folgenden Stichpunkte zu Apache Superset und formuliere sie als wis-
senschaftlichen FlieBtext in deutscher Sprache. Achte dabei auf: (1) Verwendung
akademischer Formulierungen und neutraler Sprache, (2) Korrekte Satzstruktur und
Lesbarkeit, (3) Vermeidung von Umgangssprache und personlichen Wertungen, (4)
Einhaltung deutscher Rechtschreibung und Grammatik, (5) Anpassung an wissen-
schaftlichen Schreibstil mit prazisen Fachbegriffen. Die Kernaussagen und fachlichen

Inhalte sollen dabei unverandert bleiben.”
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Alle von ChatGPT generierten Vorschlage wurden kritisch gepriift, angepasst und verifi-

ziert.
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A. Anhang

A.1. Chatverlauf der KI-Nutzung

Die folgenden Screenshots dokumentieren den vollstandigen Chatverlauf mit ChatGPT
(GPT-5) vom 26.11.2025.
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| abschlussarbeit.tex
‘ 0 } File

Erstelle eine vollstiandige LaTeX-Dokumentstruktur fir eine
Hauptseminararbeit zum Thema Apache Superset gemaB den
Vorgaben von Herr Rupp. Die Struktur soll folgende Elemente
enthalten: Titelseite mit THM-Logo, Eidesstattliche Erklarung, Abstract,
Inhaltsverzeichnis, Abbildungs- und Tabellenverzeichnis, Hauptkapitel

(Einleitung, Theoretische Grundlagen, Methodik, Implementierung,

Ergebnisse, Diskussion, Fazit), Literaturverzeichnis mit biblatex, und
Anhang. Verwende das KOMA-Script scrreprt Dokumentenklasse mit
12pt SchriftgroBe, A4-Format, und konfiguriere Kopf- und FuBzeilen
entsprechend den akademischen Standards.

Hauptseminararbeit-latex - other Copy Edit Download

% Hauptseminararbeit LaTeX-Vorlage nach Vorgaben von Herr Rupp
% Dokumentklasse
\documentclass[12pt,adpaper,oneside]{scrreprt}

% Pakete

\usepackage[utf8]{inputenc}
\usepackage[T1]{fontenc}

\usepackage{1lmodern}
\usepackage[ngerman]{babel}
\usepackage{graphicx}

\usepackage{setspace}
\usepackage{scrlayer-scrpage}
\usepackage{csquotes}
\usepackage[backend=biber, style=apa]{biblatex}
\usepackage{hyperref}
\usepackage{amsmath,amssymb} N2
\usepackage{listings}

o P A )

Ask anything

—+ 3 Tools

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.1.: Chatverlauf mit ChatGPT - Teil 1
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Hauptseminararbeit-latex - other Copy Edit Download

% Literaturdatei
\addbibresource{literatur.bib}

% Seitenrander und Layout
\usepackage[a4paper, margin=2.5cm]{geometry}

% Kopf- und FuBzeilen konfigurieren
\clearpairofpagestyles
\ihead{Hauptseminararbeit}
\ohead{Apache Superset}
\cfoot{\pagemark}
\pagestyle{scrheadings}

% Absdtze
\setlength{\parindent}{ept}
\onehalfspacing

% Titelseite
\begin{document}

\begin{titlepage}
\centering
\includegraphics[width=5cm]{thm_logo.png}\\[2cm]

{\Large Technische Hochschule Mittelhessen \\ Fachbereich 11 -- Informatik}\\[2cm]

{\Huge \textbf{Hauptseminararbeit}}\\[1cm]
{\LARGE Apache Superset}\\[2cm]

\begin{tabular}{rl}
Autor: & Max Mustermann \\
Matrikelnummer: & 1234567 \\
Dozent: & Herr Rupp \\
Datum: & \today \\
\end{tabular}

\wfill
\end{titlepage}

% Eidesstattliche Erkl3rung

\chapter*{Eidesstattliche Erkldrung}

Hiermit versichere ich, dass ich die vorliegende Arbeit selbststdndig und ohne unzuldssige Hilf
\vspace{2cm}

ort, Datum: \\\

Unterschrift:

\newpage

% Abstract

\chapter*{Abstract}
\addcontentsline{toc}{chapter}{Abstract}
Hier folgt das Abstract.

% Inhaltsverzeichnis
\tableofcontents
\newpage

% Abbildungs- und Tabellenve
\listoffigures

\listoftables

\newpage

Ask anything

2 Tools

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.2.: Chatverlauf mit ChatGPT - Teil 2
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Hauptseminararbeit-latex - other Copy Edit Download
\chapter*{Eidesstattliche Erklarung}

Hiermit versichere ich, dass ich die vorliegende Arbeit selbststdndig und ohne unzuldssige Hilf
\vspace{2cm}

ort, Datum: \\\

Unterschrift:

\newpage

% Abstract

\chapter*{Abstract}

\addcontentsline{toc}{chapter}{Abstract}

Hier folgt das Abstract.

% Inhaltsverzeichnis

\tableofcontents

\newpage

% Abbildungs- und Tabellenverzeichnis

\listoffigures

\listoftables

\newpage

% Hauptkapitel
\chapter{Einleitung}

\chapter{Theoretische Grundlagen}
\chapter{Methodik}
\chapter{Implementierung}
\chapter{Ergebnisse}
\chapter{piskussion}
\chapter{Fazit}

% Literaturverzeichnis
\printbibliography

% Anhang

\appendix
\chapter{Anhang}

\end{document}

Die LaTeX-Verlage wurde erfolgreich erstellt!

Wenn du Anderungen oder Erweiterungen brauchst — z. B. Formatierung nach THM-Corporate-Design,

zusétzliche Kapitel, Listings-Konfiguration oder ein Glossar — sag einfach Bescheid.

56 P

Ask anything
+ 2 Tools

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.3.: Chatverlauf mit ChatGPT - Teil 3
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Apache_Superset_Amanullah.tex

0 Apache_Superset_Amanullah.tex
File

Uberarbeite die folgenden Stichpunkte zu Apache Superset und
formuliere sie als wissenschaftlichen FlieBtext in deutscher Sprache.
Achte dabei auf: (1) Verwendung akademischer Formulierungen und
neutraler Sprache, (2) Korrekte Satzstruktur und Lesbarkeit, (3)
Vermeidung von Umgangssprache und persénlichen Wertungen, (4)
Einhaltung deutscher Rechtschreibung und Grammatik, (5) Anpassung
an wissenschaftlichen Schreibstil mit prazisen Fachbegriffen. Die

Kernaussagen und fachlichen Inhalte sollen dabei unverandert bleiben.

Abbildung A.4.: Chatverlauf mit ChatGPT - Teil 4
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Danke - ich habe deine komplette LaTeX-Datei sorgfaltig gepriift.

Hier sind konkrete Hinweise und Verbesserungen, geordnet nach

B 1. Kritische/technische Fehler oder mégliche Probleme

1.1. hyperref sollte immer als letztes geladen werden
In deinem Dokument steht:

latex @ Copy code

[hyperindex,colorlinks=true, ...]{hyperref}

B Das ist falsch.
hyperref gehért fast immer ans Ende, nach allen anderen Paketen, vor allem nach biblatex .

Empfehlung:

¢ Entferne die erste hyperref-Zeile.

* Nutze nur eine hyperref-Konfiguration am Ende.
1.2. Doppelte hyperref-Konfiguration

Du ladst hyperref zweimal: einmal oben, einmal unten per \hypersetup .

B Entferne den oberen Block komplett.
Die untere \hypersetup ist korrekt.

® 2. Saubere Struktur & akademische Standards
2.1. Setzen der Schriftfamilie auf Sans-Serif
Du hast:

latex & Copy code

B Fur wissenschaftliche Arbeiten wird normalerweise Serifenschrift (z. B. Latin Modern Roman) verlangt.

Frage:
- Soll es wirklich eine serifenlose Arbeit sein?

Falls nicht: diese Zeile l6schen.
2.2. inputenc ist seit LaTeX 2018 nicht mehr notwendig
Da du ein modernes LaTeX verwendest, kannst du I6schen:
latex 3 (9 Copy code

[h£01 Minmtnnrsl

lf"«sk anything

2 Tools 9 o

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.5.: Chatverlauf mit ChatGPT - Teil 5
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[utfg]{inputenc} (9 Copy code

LaTeX verwendet UTF-8 nativ.

® 3. Veraltete oder redundante Pakete

3.1. Paket geometry ist redundant bei KOMA-Script
Du verwendest:

Iatex (@ Copy code

[..., pIv=12]{scrreprt}
{geometry}

geometry Uberschreibt KOMA-Optionen und wird von KOMA selbst als problematisch angesehen.
Empfehlung:

¢ Entweder — nur KOMA

© oder — nur geometry
Besser: nur KOMA, also:

* \usepackage{geometry} los

* stattdessen z. B:

(P Copy code

# 4. Bibliographie / biber-Konfiguration

Die Zeile:

latex (P Copy code
[backend=biber, style=numeric,sorting=none]{biblatex}

ist korrekt.
Achte nur darauf:

+ dass deine Datei literaturbib wirklich vorhanden 1st

.

Ask anything
+ 2 Tools

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.6.: Chatverlauf mit ChatGPT - Teil 6
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ist korrekt.
Achte nur dar:

¢ dass deine Datei literatur.bib wirklich vorhanden ist

¢ und dass du mit biber kompilierst (nicht BibTeX!)

® 5. Kopf-/FuBzeilen (scrlayer-scrpage)
Du nutzt:

latex (P Copy code

{cs1025 Hauptseminar}
{Cloud-pPlattformen und Big Data}

*{ }

B Das ist korrekt.
Aber: Es ist uniiblich, dass jede Kapitelanfangsseite Kopfzeilen hat.

Wenn vom Prifungsamt verlangt:

— kdnnte man wieder plain auf leer setzen.

Wenn nicht:
— deine Lsung ist in Ordnung und hiibsch gesetzt.

B 6. Titelseite

Sehr gut strukturiert — nur eine Kl
6.1. Die Logos sollten idealerweise mit \includegraphics nicht vom Tex-Lauf abhéangen
Stelle sicher:

v mni-logo.pdf existiert

v richtige Auflésung (mind. 1200 px Breite)

® 7. Eidesstattliche Erklarung

Der Abschnitt ist korrekt, aber viele Hochschulen wollen:

« nur Ort / Datum / Unterschrift,

nicht zwei Linien.

Du hast:

pasal (P Copy code

\ {5em}{o.2pt} \hfill \ {5emH{o . 2pth\\
ort, Datum \hfill Unterschrift

Ask anything

+ 2 Tools

ChatGPT can make mistakes. Check important info. See Cookie Preferences.

Abbildung A.7.: Chatverlauf mit ChatGPT - Teil 7
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& 8. KI-Verzeichnis

Sehr gut geldst — aber:

8.1. "Frtifd-Nummer" — Schreibfehler
Ich nehme an: “Fortlaufende Nummer*

— sollte korrigiert werden.

8.2. "Version: GPT-5"

Wenn du sicher bist — ok.

Falls du offiziell GPT-5.1 o. &. nutzen willst: anpassen.

A Zusammenfassung der empfohlenen Anderungen

@ Wichtige Pflichtkorrekturen

s hyperref nur 1x laden, ganz am Ende

* inputenc entfernen

¢ Entscheidung: Serif oder Sans-Serif

e Wahl: KOMA oder geometry — nicht beides

# Sinnvolle Optimierungen
® Kl-Verzeichnis sprachlich leicht verbessern

¢ Kleinformatierungen priifen (z. B. Linie in der Erklarung)

& Wenn du mochtest:

Ich kann dir auch ...

® die Datei komplett bereinigt iiberarbeiten

(bereinigt, modernisiert, mit optimaler KOMA-Konfiguration)

oder

® automatisch Fehler beheben und dir eine neue Version erzeugen,
oder

® ein Canvas-Dokument anlegen, das du weiter bearbeiten kannst.
Sag mir einfach:

B .Bitte bereinige die Datei” oder
B .Bitte lade sie in den Canvas” oder

@ _Bitte optimiere alle Formatierungen”

(@2 R

Ask anything
+ 2 Tools

ChatGPT can make mistakes. Check importai 0. See Cookie Preferences.

Abbildung A.8.: Chatverlauf mit ChatGPT - Teil 8
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